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Synchronizing movements with events in the surrounding environment is a ubiquitous aspect of behavior.
Experiments studying multimodal integration and rhythmic synchronization tend to focus on how
bimodal (e.g., audio-visual) stimuli enhances synchronization performance (i.e., reduced variability)
compared with synchronization with its unimodal constituents. As such, it is unclear whether trimodal
(i.e., audio-visual-tactile) stimuli may yield additional performance benefits. To address this, we
developed a multimodal sensorimotor synchronization assessment that incorporates audio, visual, and
vibrotactile stimuli. Results replicate performance improvements with bimodal compared with unimodal
stimuli. However, trimodal stimuli yields less, or in some cases no advantage compared with bimodal
stimuli. These results demonstrate that in this case, increasing the amount of sensory information beyond
bimodal stimuli yields little or no additional performance benefits.

Public Significance Statement

rhythmic synchronization.

This study contributes to the increasing research in multisensory integration by revealing that an
increased amount of sensory information does not necessarily lead to improved performance in

Keywords: synchronization, rhythm, multimodal, music, performance

Every day we are subjected to multisensory stimuli from the
environment surrounding us. Most of these daily events are rarely
unimodal; they are multisensory experiences, deriving from the
integration of information acquired through several sensory mo-
dalities, which provide access to numerous types of information on
the surrounding environment. The brain integrates multisensory
information to provide a complete and coherent representation of
what is being perceived and consequently for appropriate behav-
ioral responses to be generated (Dionne-Dostie, Paquette, Las-
sonde, & Gallagher, 2015).

Sensorimotor synchronization refers to the coordination of
movement with an externally presented rhythmic stimulus. During
sensorimotor synchronization with unimodal stimuli (e.g., auditory
or visual), performance is generally better when the stimuli consist
of auditory beeps rather than flashes of light (Repp, 2003; Repp &
Penel, 2004). Yet, when visual stimuli are not discretely flashing,
but rather continuously oscillating (as in a bouncing ball), syn-
chronization performance may be comparable with performance
with auditory stimuli (Iversen, Patel, Nicodemus, & Emmorey,
2015). Although less research has been conducted into how our
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somatosensory system may enable sensorimotor synchronization,
research suggests that the sense of touch performs well in sensory
synchronization tasks. Notably, if the saliency of the stimuli are
comparable, the accuracy of synchronization with a tactile metro-
nome can equal synchronization with an auditory metronome
(Ammirante, Patel, & Russo, 2016).

Studies assessing the influence of multisensory stimuli on sen-
sorimotor synchronization ability generally indicate that synchro-
nization performance is enhanced (i.e., variability is reduced)
when bimodal stimuli are presented compared with performance
when presented with either of the constituent unimodal stimuli.
These results are observed regardless of whether the bimodal
stimulus is audio-tactile (Kelso, Fink, DeLaplain, & Carson, 2001;
Wing, Doumas, & Welchman, 2010), audio-visual (Armstrong &
Issartel, 2014; Elliott, Wing, & Welchman, 2010), or visual-tactile
(Elliott et al., 2010). This performance improvement observed by
integrating two sensory modalities has previously been studied
using Bayesian models of prediction. Specifically, performance
variability is lowered when integrating two redundant sensory
signals, in line with predictions from a maximum likelihood esti-
mation (MLE) model (Alais & Burr, 2004; Bresciani, Dammeier,
& Ernst, 2008; Ernst & Banks, 2002; Ernst & Biilthoff, 2004).
Although stimulus perception from three simultaneous modalities
similarly follows statistically optimal integration (Wozny, Beier-
holm, & Shams, 2008), it remains unclear whether performance
gains may be achieved when three modalities are used for senso-
rimotor synchronization. To address this, we designed an experi-
ment to ascertain whether trimodal integration of auditory, visual
and vibriotactile stimuli yield significant gains in rhythmic syn-
chronization.

Despite numerous studies assessing the impact of multisensory
stimuli on synchronization performance (Armstrong & Issartel,
2014; Elliott et al., 2010; Kelso et al., 2001; Wing et al., 2010), to
our knowledge, there has not been a systematic assessment of all
three types of bimodal stimulus combinations or a concomitant
assessment of whether trimodal (audio-visual-tactile) stimuli may
yield greater benefits than bimodal stimuli during sensorimotor
synchronization. During stimulus detection, there is evidence that
performance improves (i.e., speeded response times) when tri-
modal stimuli are presented, compared with bimodal or unimodal
stimuli (Colonius & Diederich, 2006; Diederich & Colonius,
2004). Furthermore, vision, touch, and audition are automatically
integrated during the perception of the sequence of events
(Bresciani et al., 2008). Specifically, distractors reduced the ability
to count target (attended modality) events and this effect was
larger during bimodal distraction (i.e., trimodal stimulus presenta-
tion). Additionally, results from the trimodal integration of visual,
tactile, and auditory signals indicated that the three modalities do
not contribute equally to combined perception, where the contri-
bution of each modality depends on its relative reliability (i.e., the
inverse of variability during unimodal presentation). Yet, it is
unclear whether multisensory integration of trimodal stimuli may
facilitate sensorimotor synchronization beyond the known im-
provements bimodal stimuli offers over unimodal stimuli. There-
fore, we conducted an assessment of sensorimotor synchronization
with audio, visual, and vibrotactile stimuli to systematically assess
the role of unimodal, bimodal, and trimodal stimuli on task per-
formance. It is hypothesized that the additional redundant timing
signals afforded by trimodal stimuli will serve to improve senso-

rimotor synchronization performance beyond the performance
with only one (unimodal) or two (bimodal) input streams.

Method

Participants

Participants in the study were mainly recruited among staff and
students from University of California, San Francisco, and the
University of California, Berkeley. There were 21 adult partici-
pants in total (N = 12 women) in the age range of 19-30 years. All
participants gave informed consent to participate in the study.
Based on previous data assessing differences between stimulus
types during the same sensorimotor synchronization task (Zanto,
Padgaonkar, Nourishad, & Gazzaley, 2019), 20 participants cor-
responds to a 90% (1-B) power estimate at a 95% (1-o) signifi-
cance for a repeated measures analysis of variance (ANOVA) with
three levels. We collected data from 21 participants in case one
would need to be discarded (e.g., not complete the task, complete
the task incorrectly, data corruption, etc.), but this was not the case
and all participants were included in the analysis. All participants
had normal or corrected to normal vision and hearing. Participants
had no known history of neuromuscular deficits that could affect
performance in the tasks.

Stimuli

The multimodal sensorimotor synchronization assessment was
programmed in Unity, executed on a Microsoft Surface Pro 3
Tablet (60 Hz refresh rate) and designed to assess rhythmic capa-
bilities as measured by the ability to tap to different metronome-
like sequences. In the assessment, rhythmic ability was measured
across 63 levels, which consisted of parametrically manipulating
three variables: tempo of the metronome (three tempos), the audio-
visual-tactile stimulus provided (seven stimuli), and the rhythmic
task performed (three tasks). Out of which 27 levels were fixed and
played with tactile stimulus (audio-visual-tactile, visual-tactile,
and audio-tactile), iterating through the three tasks (on-beat, off-
beat, and continuation), then iterating through the stimulus types,
then the tempos (slow, medium, and fast). Similarly, 27 levels
were fixed and played without tactile stimulus (audio-visual, vi-
sual, and audio) and nine levels with tactile only (tactile). The
three sets of the levels were then randomized and counterbalanced.
The tempo varied between slow (750 ms), medium (525 ms), and
fast (350 ms) interonset intervals (IOIs). Each level was 30 s long.
Therefore, the number of trials for slow, medium and fast levels
were 40, 57, and 85, respectively. For purposes of the current
study, task and tempo was not assessed, and all data were averaged
over the different tasks and tempos. This was done because we are
interested in the effects of multimodal integration that are gener-
alizable across musical tasks and tempos.

There were a total of seven different stimuli, which were
grouped under three categories—Unimodal, Bimodal, and Tri-
modal. The stimuli presented to the participants were as follows,
trimodal: audio-visual-tactile; bimodal: visual-tactile, audio-
tactile, audio-visual and unimodal—auditory only, visual only, and
tactile only. The visual stimulus had a blue circle with a small
vertical line through it moving horizontally from one side of the
screen to the other, passing between larger vertical lines, a pair on
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the left side of the screen and a pair on the right— each equidistant
from the center of the screen—such that when the circle was in the
middle of the vertical lines it changed direction, indicating the beat
(see Figure 1). The auditory stimulus consisted of a 50 ms long 500
Hz pure tone. Sound intensity was set to a comfortable listening
level and was delivered to both the ears through KOSS UrR/29
headphones. The tactile stimulus consisted of a vibration on the
participant’s back (see Figure 2) at a fixed intensity (75% of max
intensity possible) generated by a SUBPAC M2 (StudioFeed),
which was triggered by an inaudible 20 Hz auditory waveform that
was 50 ms long. For bimodal and trimodal stimuli, the constituent
stimulus components were presented simultaneously. Headphones
were used to attenuate the sound produced by the tactile stimulus
during visual-tactile and tactile only trials.

Experimental Procedure

Participants were asked to perform three tasks to characterize
the robustness of the effects of multisensory synchronization.
These tasks are as follows: (a) On-beat: tap along with each
stimulus event (i.e., beat: sound onset, tactile onset, and/or when
the ball was centered with the lines at either side of the screen); (b)
Off-beat: tap half-way between each stimulus event; or (c) Con-
tinuation: after four stimulus events (i.e., four beats), the stimuli
were discontinued and participants had to continue the metronomic
rhythm by tapping for four beats without disrupting the tempo.
After the four-beat “silent period” where participants were to tap,
stimuli were resumed for another four beats and followed by
another four-beat silent period where participants were instructed
to tap. The stimuli and silent periods continued to alternate for the
duration of the level. Each level lasted approximately 30 s. Tempo
progressed from slow to medium to fast, whereas task progressed
from On-beat to Off-beat to Continuation. All three tasks were
conducted before changing tempo. Two fingers were used for
response (left index and right index) during the on-beat and con-

tinuation tasks. One finger (dominant index) was used during the
off-beat task.

Before the experiment, participants were able to practice each
task and demonstrated they understood task instructions. During
the experiment, after each level, participants were provided with
their average absolute offset (asynchrony) in milliseconds to pro-
vide feedback on their performance and were then provided in-
structions for the next level to complete. During game play, task
instructions remained in the upper right corner of the screen (i.e.,
“on-beat,” “off-beat,” or “‘continuation’). Moreover, the lower left
corner of the screen indicated which level the participant was on
and a measure of tap offset was displayed to provide online
feedback (see Figure 2). Additional feedback was provided in the
form of a vertical dashed line to indicate when the screen was
touched and was located where the visual ball was (or would have
been during audio-only, tactile-only, and audio-tactile) at the time
of tap onset; thereby, providing a visualization of the tap asyn-
chrony.

Analysis

All analyses were conducted using MATLAB, SPSS, and JASP.
Accuracy, Absolute Offset, and Standard Deviation of the Offset
were calculated. To capture multiple aspects of synchronization
performance, a composite Rhythm Score was also calculated
(Zanto et al., 2019). To account for touchscreen input lag, all
recorded tap data were adjusted by 72.28 ms (Deber et al., 2016).
Accuracy was determined by calculating the number of taps per
stimulus. One tap within =10I/2 of stimulus onset was considered
correct, while an incorrect tap involves misses or more than one
tap per stimulus. Absolute offset and the corresponding standard
deviation were calculated from correct taps only. The absolute
offset was calculated as the absolute value of the difference be-
tween the tap time and the time at which they were supposed to tap
(i.e., on-beat: stimulus onset, continuation: where stimulus onset

ON-BEAT INSTRUCTIONS

TRIGGER ON THE BEAT FOR
FOR A LOW LATENCY SCORE

latency inms 0

Figure 1.
color version of this figure.

Screenshot of the multimodal sensorimotor synchronization assessment. See the online article for the
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Figure 2. Positioning of StudioFeed’s SUBPAC for tactile stimulation. See the online article for the color

version of this figure.

should be, off-beat: half-way between stimuli). Standard deviation
was calculated from the actual offset times (i.e., standard deviation
of the differences between tap time and stimulus onset). Rhythm
Scores were calculated by z-scoring the accuracy, absolute offset,
and standard deviation of the offset separately across all conditions
for each participant, and then averaging the three z-scores together
per participant and level. Before averaging the z-scores together,
z-scored absolute offset, and standard deviation values were mul-
tiplied by —1, so that positive values indicate better performance.
Furthermore, because the Rhythm Score is an average of z-scores,
a value of zero represents mean performance and negative values
are worse performance. Data were averaged together based on
stimulus types: unimodal, bimodal, or trimodal. Because trimodal
stimuli had fewer data than bimodal and unimodal, a bootstrap
procedure was conducted to calculate the bimodal and unimodal
means. A one-way repeated measures ANOVA with three levels
(Unimodal, Bimodal, and Trimodal) was conducted. A
Greenhouse-Geisser correction was applied as needed, and
follow-up ¢ tests were used to interrogate main effects according to
our a priori hypothesis. Multiple comparisons were corrected by
the false discovery rate method.

Results

To address our main hypothesis (i.e., trimodal > bimodal >
unimodal performance), the data were collapsed across tempos and
tasks and then compared on the basis of stimulus type as described
above. To assess whether multisensory stimuli yielded perfor-
mance gains at the group level, the means of each unimodal,
bimodal, and trimodal performance measures were assessed. To
confirm multisensory integration, it was necessary to account for
individual biases for a particular stimulus type. Therefore, the best
bimodal and the best unimodal performances were selected for
each participant and used for comparisons (Stevenson et al., 2014).
First, repeated measures ANOVAs were conducted separately for
the means of the Standard Deviations and the Rhythm Scores.

Main effects were observed for the Standard Deviations (F(2,
40) = 32.76, p < .001, > = 0.26, BF, ., = 244eb; Figure 3A gray
bars), and Rhythm Scores (F(2, 40) = 15.48, p < .001, nz = 0.40,
BF,,., = 127254.94; Figure 3B gray bars). Further, repeated mea-
sures ANOVAs were conducted comparing the best unimodal
performance, best bimodal performance, and the trimodal perfor-
mance, as measured by Standard Deviations (minimum values)
and Rhythm Scores (maximum values) separately. Main effects
were observed for the Standard Deviations (F(2, 40) = 431, p <
.05, n* = 026, BF,,, = 2.20; Figure 3A orange bars), and
Rhythm Scores (F(2, 40) = 7.69, p = .001, 0> = 0.22, BF,,, =
120.45; Figure 3B orange bars).

T tests were then used to interrogate these main effects. For the
mean Standard Deviations (Figure 3A gray bars), unimodal stimuli
yielded lower performance than bimodal, #(20) = 15.54, p < .001,
Cohen’s d = 3.39 and trimodal stimuli, #(20) = 5.23, p < .001,
Cohen’s d = 1.14; Figure 3B. However, no difference was ob-
served between bimodal and trimodal performance, #(20) = 0.49,
p = .62, Cohen’s d = 0.10. Comparing the best unimodal and
bimodal conditions (minimum values; Figure 3A orange bars),
bimodal stimuli yielded better performance than unimodal, #20) =
4.40, p < .001, Cohen’s d = 0.96. Participants performed better in
the best bimodal condition than the mean trimodal condition,
1(20) = 2.12, p < .05, Cohen’s d = 0.13. However, no difference
was observed between the best unimodal condition and the tri-
modal condition, #20) = 0.03, p = .97, Cohen’s d = 0.008.

Similarly, for the Rhythm Score, mean unimodal stimuli yielded
lower performance than bimodal, #(20) = 7.73, p < .001, Cohen’s
d = 1.61 and trimodal stimuli, #(20) = 4.35, p < .001, Cohen’s
d = 1.01; Figure 3B gray bars. No significant difference was
observed between bimodal and trimodal performance, #(20) =
0.53, p = .60, Cohen’s d = 0.16. Comparing the best unimodal
and bimodal conditions (Figure 3B orange bars), bimodal stimuli
yielded better performance than unimodal, #20) = 4.15, p < .001,
Cohen’s d = 0.90. The best bimodal condition also performed
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better than the trimodal performance, #20) = 2.99, p < .01,
Cohen’s d = 0.65. However, no difference was observed between
best unimodal condition and trimodal performance, #20) = 0.44,
p = .66, Cohen’s d = 0.09. Together, these results converge to
show that bimodal stimuli enables improved sensorimotor syn-
chronization performance compared with unimodal stimuli. Yet,
trimodal stimuli do not provide any additional benefit above bi-
modal stimuli. Of note, accuracy did not show any significant
difference across the modalities, while absolute offset showed a
similar effect as the standard deviation.

Bimodal Versus Unimodal

To assess differences in performance between bimodal stimuli
and its unimodal constituents, ¢ tests were conducted. Assessment
of the Standard Deviations showed that bimodal stimuli generally
elicited better performance than unimodal stimuli (Figure 4A).
Specifically, bimodal audio-video stimuli led to better perfor-
mance than unimodal auditory, #(20) = 9.64, p < .001 Cohen’s

d = 2.10, and unimodal visual stimuli, #20) = 3.98, p < .001,
Cohen’s d = 0.86. Similarly, bimodal visual-tactile stimuli re-
sulted in better performance than unimodal visual, #20) = 3.36,
p < .01, Cohen’s d = 0.73 and unimodal tactile stimuli, #(20) =
4.79, p < .001, Cohen’s d = 1.04. However, bimodal audio-tactile
stimuli did not exhibit better performance than unimodal audio,
1(20) = 1.34, p = .19, Cohen’s d = 0.29 or unimodal tactile
stimuli, #(20) = 1.03, p = .31, Cohen’s d = 0.22. T tests were then
conducted to compare mean bimodal performance with its constit-
uently best unimodal condition. Audio-visual stimuli yielded bet-
ter performance measures than A,V (min; #(20) = 3.98, p < .001,
Cohen’s d = 0.86). Similarly, visual-tactile performed better than
V,T (min; #(20) = 1.83, p = .08, Cohen’s d = 0.4). However,
audio-tactile did not yield better results than A,T (min; #(20) = 2.0,
p = .05, Cohen’s d = 0.43).

As depicted in Figure 4B, bimodal stimuli generally elicited
better Rhythm Scores than unimodal stimuli. Specifically, bimodal
audio-video stimuli led to better performance than unimodal au-
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ditory, #20) = 5.59, p < .001 Cohen’s d = 1.22, or visual stimuli,
#20) = 3.06, p < .01, Cohen’s d = 0.66. Similarly, bimodal
visual-tactile stimuli resulted in better performance than unimodal
visual, #(20) = 4.04, p < .001, Cohen’s d = (.88 or tactile stimuli,
#20) = 5.74, p < .001, Cohen’s d = 1.25. While bimodal
audio-tactile stimuli yielded better performance than unimodal
audio, #20) = 2.18, p < .05, Cohen’s d = 0.47, it was not
significantly better than unimodal tactile, #20) = 1.02, p = .31,
Cohen’s d = 0.22. T tests were then conducted to compare bi-
modal Rhythm Scores with its constituently best unimodal condi-
tion. Results showed that audio-visual stimuli yielded better per-
formance measures than A,V (max; #20) = 2.19, p < .05, Cohen’s
d = 0.48). Similarly, visual-tactile yielded better performance than
V,T (max; #(20) = 2.62, p < .05, Cohen’s d = 0.57). However,
audio-tactile did not yield better performance than A, T (max;
#(20) = 0.86, p = .41, Cohen’s d = 0.18). Together, bimodal
stimuli generally yielded greater performance than unimodal stim-
uli regardless of the stimulus type. However, some variability in
the magnitude of the effect was observed, such that the addition of
visual information tended to produce the greatest benefits.

Trimodal Versus Bimodal

To assess differences in performance between trimodal and its
bimodal constituents, ¢ tests were conducted. Assessment of the
Standard Deviations (Figure 5A) showed that trimodal yielded
better performance than audio-tactile, #20) = 4.46, p < .001,
Cohen’s d = 0.90. While no significant difference was observed
between trimodal and audio-visual, #(20) = 1.56, p = .13, Cohen’s
d = 0.34 and visual-tactile, #20) = 0.61, p = .54, Cohen’s d =
0.13. Comparison of the Rhythm Scores between the trimodal and
bimodal stimuli showed that trimodal yielded better performance
than audio-tactile, #(20) = 3.21, p < .01, Cohen’s d = 0.71. No
significant difference was observed between audio-visual, #(20) =
0.19, p = .85, Cohen’s d = 0.04 and visual-tactile, #(20) = 1.65,
p = .113, Cohen’s d = 0.36.

Visual Tracking

Results demonstrated that the addition of visual stimuli yielded
the greatest performance benefits of bimodal over unimodal stim-
uli, as well as trimodal over bimodal stimuli. Although this was an
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unexpected result, it may be hypothesized that this could be a
consequence of the continuous feedback that the moving ball
provided. In other words, participants may have relied on visual
tracking more heavily than the discrete timing information pro-
vided by the auditory or tactile stimuli. To understand the influ-
ence of visual tracking, we averaged together the Rhythm Scores
from both the On-beat and Off-beat tasks, because each task
allowed participants to continually track the visual stimulus while
engaged in sensorimotor synchronization. Next, we used ¢ tests to
compare those results to the Rhythm Scores from the continuation
task—where no visual tracking was available during sensorimotor
synchronization. As in previous analyses, data was averaged
across tempos. Results from this exploratory analysis showed that
when visual tracking was possible (i.e., On-beat and Oft-beat tasks
with a visual stimulus), performance was better than when visual
tracking was not possible (i.e., continuation task with a visual
stimulus). These results are summarized in Figure 6 (audio-visual-
tactile: #(20) = 1.87, p = .07, Cohen’s d = 0.40; visual-tactile:
#(20) = 2.79, p < .01, Cohen’s d = 0.60; audio-visual: #(20) =
5.48, p < .001, Cohen’s d = 1.19; visual-only: #20) = 4.79, p <
.001, Cohen’s d = 1.04). Conversely, no such task differences
were observed when the stimuli was tactile only, #20) = 1.025,
p = .31, Cohen’s d = 0.22. Although task differences were

observed with auditory-only stimuli, #(20) = 2.45, p < .05, Co-
hen’s d = 0.53 and with audio-tactile stimuli, #(20) = 5.37, p <
.001, Cohen’s d = 1.17, performance was greater during the
Continuation task, which is opposite of what was observed when
visual stimuli are tracked. Together, these results indicate that
visual tracking played a strong role in the overall rhythm perfor-
mance and importantly, in multisensory integration.

Hypothesis Revisited

In the previous section, we demonstrated that visual tracking
played an important role in the performance. Although our main
focus is on assessing the effects of unimodal, bimodal, and tri-
modal stimuli on synchronization performance, we conducted a
final analysis to confirm that the results are independent of task.
Repeated measures ANOVAs were conducted on the Standard
Deviations (minimum values) and Rhythm Scores (maximum val-
ues) separately, with factors Modality (best unimodal, best bi-
modal, and trimodal) and Task (Continuation, Average of On-
Beat, and Off-Beat) as factors. Results from the Standard
Deviation ANOVA showed main effects for Modality, F(2, 40) =
7.98, p = .001, m* = 0.054, BF,,, = 259.8 and Task, F(2, 40) =
16.07, p < .001, n* = 0.09, BF,,, = 15.97, but no interaction,
F(2,40) = 33, p = .71, m*> = 0.001, BF,,, = 0.702). Similarly,
analysis of Rhythm Scores indicated main effects of Modality,
F(2,40) = 12.36, p < .001, > = 0.12, BF,,; = 251.43 and Task,
F(2, 40) = 3.69, p = .06, n*> = 0.06, BF,,,, = 15.75, but no
interaction, F(2, 40) = 0.934, p = 401, n*> = 0.006, BF,,, =
0.612. Although our hypotheses were about the effects of multi-
modal integration that are generalizable across musical tasks and
tempos, for reference, Table 1 summarizes all the data for each
modality, task, and tempo.

Discussion

Contrary to our hypothesis, the addition of stimulus modalities
does not continually benefit sensorimotor synchronization ability,
such that trimodal stimuli does not necessarily yield an advantage
over bimodal stimuli. Yet, our findings show that bimodal stimuli
generally elicits better rhythmic performance than unimodal stim-
uli, which converges with previous results (Ammirante et al.,
2016; Armstrong & Issartel, 2014; Bauer, Oostenveld, & Fries,
2009; Elliott et al., 2010; Kelso et al., 2001; Wing et al., 2010).
Specifically, audio-visual and visual-tactile stimuli yielded better
performance than their unimodal constituents.

It is interesting that performance with bimodal audio-tactile
stimuli did not yield the predicted performance improvement be-
yond its unimodal constituents. Although we hypothesized a bi-
modal audio-tactile advantage, prior research using this stimulus
combination has seen conflicting results with notable differences
in the method of applying tactile stimuli. For example, perfor-
mance with bimodal audio-tactile stimuli is better than with uni-
modal stimuli when the tactile stimuli is applied to the nondomi-
nant hand (Elliott et al., 2010; Kelso et al., 2001; Wing et al.,
2010). Yet, when tactile stimuli is applied to the back, as done
here, no bimodal advantage is observed (Ammirante et al., 2016),
in line with our results. This discrepancy could reflect differences
in how the brain integrates tactile information from different
bodily regions. Using MLE models of multisensory integration, it
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Figure 6. Comparison between Continuation task and On + Off (average) tasks. Error bars indicate standard
error of the mean (SEM). A = auditory; V = video; T = tactile; AV = audio-visual; VT = video-tactile; AT =
audio-tactile; AVT = audio-visual-tactile. “ p < .05. ™ p < .001.

has been suggested that if the processing noise associated with
each of the two signals are highly correlated, then their combina-
tion would provide little to no advantage above either stimulus
alone (Ammirante et al., 2016; Wing et al., 2010). Therefore, the
implication would be that auditory and tactile stimuli on the back
have highly correlated processing noise, which prevents bimodal
stimuli from providing a performance gain. Conversely, auditory
and tactile stimuli to a nondominant hand have less correlated
processing noise, which enables bimodal stimuli to enhance per-
formance. Although additional research will be needed to test the

Table 1

Top Row Numbers Indicate Rhythm Scores and SEM, Bottom
Row Numbers Indicate Standard Deviation and SEM

Task Unimodal Bimodal Trimodal
SLOW
ON 0.04 (.09) 0.40 (.06) 0.57 (.06)
62.56 (3.86) 48.80 (2.53) 33.45 (2.03)
OFF —0.44 (.07) 0.06 (.08) —0.26 (.04)
88.78 (6.19) 66.34 (4.55) 76.23 (17.21)
CONT —0.51 (.08) —0.32 (.06) —0.54 (.12)
85.72 (4.05) 81.27 (3.74) 82.04 (6.34)
MEDIUM
ON 0.35 (.05) 0.46 (.05) 0.59 (.05)
47.89 (2.79) 43.52 (1.79) 42.55(1.94)
OFF —-0.21 (.11) —0.15(.11) 0.17 (.13)
84.69 (6.8) 75.38 (6.2) 72.04 (7.8)
CONT —0.04 (.07) 0.13 (.06) 0.13 (.09)
69.2 (3.12) 62.18 (2.9) 66.32 (3.19)
FAST
ON 0.33 (.06) 0.51 (.07) 0.49 (.06)
53.21 (3.2) 4.87 (2.29) 41.22 (2.09)
OFF —0.73 (.09) —0.60 (.11) —0.04 (.15)
86.26 (3.11) 86.6 (4.55) 85.57 (5.47)
CONT 0.33 (.08) 0.27 (.07) 0.33 (.08)
62.21 (0.08) 58.64 (.07) 57.73 (.08)
Note. CONT = continuation; ON = on beat; OFF = off beat.

hypothesis that different regions of the body elicit differing levels
of somatosensory noise during sensorimotor synchronization, it
seems plausible given that the sensitivity of mechanoreceptors
differ greatly between fingers and back (Verrillo, 1992). Yet, it
remains to be seen why audio and tactile signals from the fingers
would be less correlated than audio and tactile signals from the
back.

Surprisingly, synchronization with trimodal stimuli was gener-
ally worse than the best performance with bimodal stimuli, and
comparable with mean bimodal performance, suggesting dimin-
ishing returns with increasing sensory information from unimodal
to bimodal to trimodal stimuli. Unfortunately, it is unclear why this
is the case. One possibility is that previous experience with tri-
modal stimuli was a contributing factor. It is known that multi-
sensory integration is an acquired ability that is not present at birth
(Wallace & Stein, 2001). Therefore, it is possible that our partic-
ipants do not have much exposure to trimodal rhythmic stimula-
tion, which may limit their ability to integrate, and hence benefit
from, trimodal stimuli. Future research should compare musicians
to nonmusicians to ascertain whether musical experience may
yield greater benefits from multisensory integration.

Another possibility (though not necessarily distinct) is that
multisensory integration is a nonlinear process, so that the inclu-
sion of additional stimuli does not additively benefit sensorimotor
synchronization. In support of this, multisensory integration ex-
hibits stochastic resonance (Lugo, Doti, & Faubert, 2008), which is
an inherently nonlinear phenomenon. With stochastic resonance,
an optimal level of noise exists, so that when a specific amount of
noise is applied, it will lead to improved performance. However,
too much or too little noise yields worse performance. Although it
is unclear whether resonance could serve as a plausible physio-
logical mechanism underlying the observed effects with our struc-
tured (i.e., nonstochastic) stimuli, at least two interesting parallels
exist. First, stochastic noise is automatically integrated with struc-
tured sensory stimuli for enhanced performance (Lugo et al.,
2008), just as structured bimodal or trimodal stimuli are automat-
ically integrated to enhance performance (Bresciani, Dammeier, &
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Ernst, 2006; Bresciani et al., 2008). Second, and more importantly,
the current data indicates that there is an optimal level of sensory
information for maximal sensorimotor synchronization perfor-
mance, just as would be expected from a nonlinear resonant
system. As can be seen in Figure 5, performance with trimodal
stimuli can be better or worse than bimodal stimuli. One of the
determining factors appears to be the amount of information that is
provided, and it is largely contingent on the visual stimuli, which
carries not only temporal information (as do auditory and tactile
stimuli), but it also provides spatial information as well. Of note,
the spatial and temporal information provided by the visual stim-
uli, coupled with additional temporal information from one other
modality (i.e., bimodal audio-visual or bimodal visual-tactile)
yields the best performance values (see Figure 4). Yet, the addition
of a third modality (i.e., trimodal audio-visual-tactile) or the sub-
traction of a modality (i.e., unimodal stimuli), results in lowered
performance. Thus, there appears to be an optimal level of infor-
mation that can be used for sensorimotor synchronization perfor-
mance. Additional research will be necessary to determine whether
this is related to resonant phenomena. When assessing contribu-
tions from individual modalities, as hypothesized, the greatest
bimodal and trimodal gains were from the modality with the best
unimodal performance.

In rare occasions, the best unimodal performance was not part of
the best bimodal performance. However, it was unexpected that
the best performance occurred with visual stimuli. This advantage
of visual information was limited to cases where continuous visual
tracking was possible during performance. Therefore, the contin-
uous timing information provided by the moving visual stimuli
enabled enhanced sensorimotor synchronization ability and facil-
itated multisensory integration.

When comparing the effects of unimodal auditory and visual
stimuli on sensorimotor synchronization performance, previous
studies have demonstrated that auditory rhythmic sequences are
reproduced more accurately than visual rhythmic sequences (Gold-
stone & Lhamon, 1972; Grondin, 1993; Stauffer, Haldemann,
Troche, & Rammsayer, 2012). Similarly, better sensorimotor syn-
chronization is observed with auditory more than visual stimuli
(Repp, 2005; Repp & Su, 2013). When auditory and visual mo-
dalities convey conflicting temporal information, auditory domi-
nance is usually observed (Burr, Silva, Cicchini, Banks, & Mor-
rone, 2009; Fendrich & Corballis, 2001; Morein-Zamir, Soto-
Faraco, & Kingstone, 2003). Yet, these studies utilized discrete
(i.e., flashing) visual stimuli, whereas our study implemented
continuous visual information.

As hypothesized, the modality that yielded the greatest uni-
modal synchronization performance (vision), also yielded the
greatest bimodal synchronization performance. As can be seen in
Figure 6, stimuli with visual information yielded better perfor-
mance than stimuli without visual information—but only when
visual tracking was possible (i.e., On-beat and Off-beat tasks).
These results are in line with previous reports suggesting that
continuous visual stimuli elicit comparable or better performance
than discrete auditory stimuli (Armstrong & Issartel, 2014; Iversen
et al., 2015). Experiments utilizing visual stimuli have found that
the addition of spatial information; for example, a stimulus oscil-
lating horizontally or vertically, improves synchronization com-
pared with a stimulus containing only temporal information (Arm-
strong & Issartel, 2014; Buekers, Bogaerts, Swinnen, & Helsen,

2000; Hove, Spivey, & Krumhansl, 2010). As such, it is likely that
participants in our study capitalized on the additional spatial in-
formation afforded by the visual modality to enhance performance.
This advantage was not present when the spatial information was
removed and participants had to rely on an internal representation
of timing from the previously observed visual stimuli (i.e., Con-
tinuation task). Additional support for the notion that spatial in-
formation is the likely contributor to enhanced performance comes
from research demonstrating that a continuously changing (but not
moving) visual stimulus results in comparable performance to
auditory stimuli (Varlet, Marin, Issartel, Schmidt, & Bardy, 2012).
Together, these results support the conclusion that continuous
visual stimuli, and the spatial information it imparts, enhances
synchronization ability but not temporal perception (Silva & Cas-
tro, 2016).

In a separate study with a different group of participants, we
recently used the same sensorimotor synchronization paradigm
with auditory and visual stimuli (no tactile) and exhibited compa-
rable performance between unimodal auditory and unimodal visual
stimuli, even when visual tracking was possible during task per-
formance (i.e., On-beat and Off-beat tasks; Zanto et al., 2019).
Similarly, we previously observed comparable gains (i.e., lowered
standard deviations) in performance with bimodal stimuli com-
pared with unimodal auditory or visual stimuli. Therefore, it ap-
pears that the advantage of visual stimuli from this study is at odds
with our previous study. However, this current study featured one
critical difference—visual feedback during auditory only levels. In
the previous study, no visual feedback was presented during au-
ditory only. Therefore, we speculate it could be that the spatial-
temporal visual feedback might have been a distractor and, there-
fore, affected the synchronization performance (Booth & Elliott,
2015). This may also explain why audio-tactile stimuli did not
improve performance beyond its unimodal constituents. Addi-
tional research will be required to systematically manipulate how
feedback from different modalities affect sensorimotor synchroni-
zation and multisensory integration.

As for why visual feedback was provided, it was an attempt to
control for overall sensory feedback. During the task, taps could be
felt by touching the screen, which provides sensory feedback as to
when a tap was executed. Therefore, the difference between that
tactile feedback on the finger and the sensory stimulation on the
back provided participants with an online metric for tactile syn-
chronization performance. Similarly, each tap produced a natural
(not artificially generated) “thud” sound by striking the tablet,
similar to the sound of a finger tapping on a table, which was
audible despite the use of headphones. The difference between the
tap sound and the auditory stimulus served as another online
metric for participants to gauge performance. During pilot testing,
we observed that participants would often position their fingers
above the “strike” zone, which is the area that indicates when to
synchronize with the visual stimulus. Unfortunately, the fingers
could occlude the visual stimulus and make it difficult to judge the
timing between the visual tap onset and the exact position of the
visual stimulus. Therefore, a visual dashed line was inserted after
each tap to provide visual feedback indicating when a tap occurred
relative to when it should have occurred. This way, the dashed line
served as a visual metric to assess performance in a similar way as
the other forms of sensory feedback.
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Previous research on sensorimotor synchronization handle sen-
sory feedback in different ways (e.g., Armstrong & Issartel, 2014;
Elliott et al., 2010; Kelso et al., 2001; Wing et al., 2010). Gener-
ally, visual stimuli is presented on a monitor that is placed above
the participant’s hands. As such, visual feedback from observing a
button response is typically not available. In terms of auditory
feedback from a button response, some will provide a masking
noise, while others rely on headphones to attenuate the sound. In
our study, the headphones were not sufficient to prevent hearing
the tap sound, and we did not want to include noise because of the
uncertainty of how such distraction could affect performance.
These previous studies (and others) did not remove the tactile
feedback from button responses, thereby creating some imbalance
in sensory feedback. Although we attempted to equate sensory
feedback across all three modalities, it is unclear what influence
such feedback may have had on task performance. As noted above,
additional research will be needed to systematically manipulate
sensory feedback to ascertain its role in multimodal integration
during sensorimotor synchronization.

Conclusion

Our experiment demonstrates that performance with bimodal
stimuli is better than unimodal stimuli, but trimodal stimuli enables
performance that is largely comparable with (sometimes better,
sometimes worse than) performance with bimodal stimuli. Addi-
tionally, we show that synchronization benefits most from contin-
uous spatial tracking provided by visual stimuli, especially when
coupled with one modality that provides additional temporal in-
formation (i.e., auditory and/or tactile). Finally, our study contrib-
utes to the increasing research in multisensory integration by
revealing that an increased amount of sensory information does not
necessarily lead to improved performance in rhythmic synchroni-
zation. We suggest a potential role for experience-based benefits of
multisensory integration, which may arise as a product of nonlin-
ear interactions between modalities.
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